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Background
• Heterogeneous data widely exists in reality, such as user information, EHR, 

and surveys.
• Heterogeneous data is critical for many tasks in the real world.

3

CTR and Conversion 
Rate Prediction

Disease Progression 
Prediction

Demographic

Laboratory Vital Sign

CTR

Conversion

Survey Analysis



Problem
• Traditional deep learning models for homogeneous features can not be 

directly applied to heterogeneous data. Not much attention has been paid 
to describing how DNN can be designed for heterogeneous datasets.
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Research Question 1: How to design embedding modules for 

heterogeneous dataset?



Related works
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Feature Scale Encoder Input Output

Nominal One-hot [1,2,3] [[1,0,0],[0,1,0],[0,0,1]]

Binary [1,2,3] [[0,0],[0,1],[1,0]]

Dumpy [1,2,3] [[1,0],[0,1],[0,0]]

Count [1,1,3] [[2],[2],[1]]

Simple [1,2,3] [[!
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Ordinal Ordinal [1,2,3] [1,2,3]

Rank-hot [1,2,3] [[1,0,0],[1,1,0],[1,1,1]]

Gray [1,2,3] [[0,0],[0,1],[1,1]]

Continuous Bins + One-hot [0.11,0.27,0.34] [[1,0,0],[0,1,0],[0,0,1]]

Piece-wise linear [1] [0.11,0.27,0.34] [[0.1,0,0],[1,0.2,0],[1,1,0.1]]

[1] Gorishniy, Y., Rubachev, I., Khrulkov, V., & Babenko, A. (2021). Revisiting deep learning models for tabular data. Advances in Neural Information 
Processing Systems, 34, 18932-18943.

• Can we use 
existing encoders 
to transform the 
heterogeneous 
feature into 
homogeneous 
features?



Related works
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• Transformer-based model
• TabTransformer, FTTransformer, AutoInt, ILEAHE

• MLP-based model
• DeepFM, DANETs, DVN v2

• Diffusion-based model
• TabDDPM

• Graph-based model
• T2G-Former

Heterogeneous embedding for different models



Related works
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TabTransformer (2021) FTTransformer (2022)

Transformer-based model

Task ModuleEmbedding Module

AutoInt (2019)

Interacting Module



Related works

8

ILEAHE (2023)

Categorical: Dictionary embedding

Numerical: 2-layer perceptron

• TabTransformer
• Categorical: Dictionary embedding
• Continuous: None

• FTTransformer
• Categorical: Dictionary embedding
• Continuous: Linear

• AutoInt
• Categorical: One-hot + linear
• Continuous: Linear

• ILEAHE
• Categorical: Dictionary embedding
• Continuous: 2-layer perceptron

Heterogeneous Embedding Modules

Transformer-based model



Related works
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MLP-based model

DANETs (2017)

Categorical: Target Statistic

Numerical:  None

DeepFM (2017)

Categorical: One-hot encoder + linear

Numerical:  Linear



Related works
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MLP-based model

Categorical: Dictionary embedding

Numerical:  None

DVN v2 (2020)

Categorical: One-hot

Numerical:  Periodic encoder

X

𝑋$ Periodic Encoder

𝑋% One-hot Encoder

MLP

Gorishniy (2022)
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TabDDPM (2023)

Diffusion-based model Graph-based

T2G-Former (2023)

• Add graph blocks to model the features’ interaction
• Categorical: Dictionary embedding
• Numerical: Linear

• Use diffusion procedure to optimize the parameters
• Categorical: One-hot
• Numerical: Quantile Gaussian Normalization



Related works
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Section Conclusion

• The key to handling the 
heterogeneous features 
is the embedding 
layer
• Resnet and 

Transformer is not 
better than MLP with 
suitable heterogeneous 
embedding

Gorishniy, Y., Rubachev, I., & Babenko, A. (2022). On embeddings for numerical features in tabular deep learning. Advances 
in Neural Information Processing Systems, 35, 24991-25004.



Problem
• Feature selection is proved critical for heterogeneous datasets.
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Research Question 2: How to preserve critical features and discard 

irrelevant and redundant features for heterogeneous datasets?

Heterogeneous datasets contain many uninformative 
features.

MLP-like architectures are not robust to 
uninformative features.

Grinsztajn, L., Oyallon, E., & Varoquaux, G. (2022). Why do tree-based models still outperform deep learning on typical tabular data?. Advances in Neural 
Information Processing Systems, 35, 507-520.
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Name Loss
LASSO min
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Graph LASSO min
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• Can we combine 
the existing feature 
selection 
approaches with 
state-of-the-art 
models for 
heterogeneous 
datasets?
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• Mask-based
• DANETs

• Fuzzy rough set-based FS
• Fuzzy relation: Hu et al. (2006)
• Categorical: Wang et al. (2019)
• Supervised: Yuan et al. (2018), Yuan et al. (2021a) 
• Unsupervised: Yuan et al. (2021b), Zhang et al. (2022)

Heterogeneous feature selection approach



Related works
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DANETs (2017)

§ Use multiple learnable masks to 
discard the uninformative features 
parallelly

§ Feature abstraction is used to 
abstract high level information



Related works

17

The selected feature subset can minimize the uncertainty of other 
unselected features.

Fuzzy relation Fuzzy entropy

Fuzzy mutual information

Fuzzy relevance Fuzzy redundance

Yuan 2021

Yuan, Z., Chen, H., Zhang, P., Wan, J., & Li, T. (2021). A novel unsupervised approach to heterogeneous 
feature selection based on fuzzy mutual information. IEEE Transactions on Fuzzy Systems, 30(9), 3395-3409.



Hu 2016

Related works

Zhang 2022

Yuan 2018, 2021

Wang 2019

How do they handle the heterogeneous features?

The goal of those works is to find a feature subset that contains most or all of the information in the 
original feature set based on the entropy they defined from the relation function or distance function.

Discretization for continuous features



Methodology for Embedding
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Occurrence Observation Probability Coder
Male 1 0.5 1/0.5
Female 0 0.5 0
High School 1 0.6 1/0.1
Bachelor 1 0.3 1/0.1
PhD 1 0.1 1/0.1
0-10K 1 0.1 1/0.4
10k-20k 0.8 0.4 1/0.32
20-30k 0 0.4 0
>30k 0 0.1 0

Feature Value
Sex Male
Degree PhD
Income 1.8k

Motivation

• The existing embedding 
module did not utilize 
the information on 
ordinal features and the 
global frequency of 
assignment
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X
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*

*

Methodology for Embedding
Our embedding architectureSOTA (2022)

X

𝑋$ Periodic Encoder

𝑋% One-hot Encoder

MLP

Backbone

Assignment weight 𝑤!"# =
$

$!"#
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Alert2AKI Dataset

SCALE NUM
Nominal 9
Ordinal 19
Interval 3
Ratio 20

Intervention AKI Alert or Not
Main-outcome AKI Progression in 14 Days
Pre-treatment EHR Records
Patients Num 6030 in 5 Hospitals (5082/948)

AKI: Acute Kidney Injury

PR-AUC (5 Random Splits)

Our HetMLP got a 1.43% performance up 
compared with SOTA on this dataset.

MLP Backbone

HetMLP HetMLP_nW MLP

.2117±.0009 .2087±.0164 .2009±.0329

Resnet Backbone

HetResNet HetResnet_nW Resnet

.2087±.0255 .2033±.0145 .1711±.0186

Methodology for Embedding

Random

.1568±.0089

We can compare the 
predicted outcome 
difference between different 
treatments for an individual 
to decide whether a patient 
should accept the treatment.



Will the patients benefit from the alert?

Metrics Num

Patients Num 3536

Benefited: AKI=1àAKI=0 15

Harmful: AKI=0àAKI=1 14

Metrics Num

Patients Num 3552

Benefited: AKI=1àAKI=0 8

Harmful: AKI=0àAKI=1 2

Metrics Num

Patients Num 3504

Benefited: AKI=1àAKI=0 26

Harmful: AKI=0àAKI=1 4

Metrics Num

Patients Num 3536

Benefited: AKI=1àAKI=0 9

Harmful: AKI=0àAKI=1 9

Splitting 1 Splitting 2

Splitting 3 Splitting 4

The model’s prediction is consistent with the conclusion that Alerts did not reduce 
rates of our primary outcome among hospitalized patients with AKI.
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Futural Plan

• Heterogeneous Embedding
• Heterogeneous feature structure and instance structure (such as cluster)
• Computation Complexity
• Detailed experiments on more backbone and datasets

• Heterogeneous Feature Selection
• Discover more effective heterogeneous feature distance (Wasserstein etc.)
• Combine intra-attribute structures and inter-attribute structures


